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Social laws (or normative systems) have emerged as a natural and powerful
paradigm for coordinating multi-agent systems. The social laws paradigm ex-
poses the whole spectrum between fully centralised and fully decentralised coor-
dination mechanisms. A social law is, intuitively, a constraint on the behaviour
of agents, which ensures that their individual behaviours are compatible. Typi-
cally, a social law is imposed off-line, minimising the chances of on-line conflict
or the need to negotiate.

The social laws paradigm is based on the use of computational logic to reason
about multi-agent systems, but frequently also makes use of game theory.

I will give an overview of the state-of-the-art in the use of social laws for
coordination. I discuss questions such as: how can a social law that ensures
some particular global behaviour be automatically constructed? If two social
laws achieve the same objective, which one should we use? How can we construct
a social law that works even if some agents do not comply? Which agents are
most important for a social law to achieve its objective? I will furthermore
exemplify of how, e.g., formal logic, game theory, voting theory and complexity
theory, can be used and combined in multi-agent systems research. Depending
on the time, I will focus on the following topics:

1. Introduction to state transition models for multi-agent systems and the
social laws paradigm. I review state-transition models of multi-agent sys-
tems. Coordination is concerned with the behaviour of a system as a
whole, with the global properties of the system. To this end, I introduce
the language of Computation Tree Logic (CTL), with its natural branch-
ing time semantics to model possible computations of distributed systems.
I’ll focus on model checking, including computational complexity issues.
I’ll present a by now standard framework for social laws, introduced by
Shoham and Tennenholtz in the early 1990s. A key assumption is that the
designer (or analyst) of the multi-agent system has an objective, a prop-
erty he or she wants the global behaviour of the system to satisfy. Key
problems involving social laws are discussed, including: the effectiveness
problem - will a given social law ensure the objective? The feasilbility
problem - given an objective, does there exist an effective social law? The
synthesis problem - given an objective, construct an effective social law.
I show how these problems can be framed as model checking problems,
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allowing standard model checkers from multi-agent systems to be used to
solve them, and we discuss the computational complexity of the problems.

2. Dealing with non-compliance. In many cases it might be that some agents
choose not to comply with a given social law. There are many possible
causes of non-compliance; it could be deliberate because the agent does
not consider it to be in his best interest to comply, or it could be that
a component in the system fails. I discuss how to analyse the properties
of a social law under possible non-compliance. In particular, I look at
how robust the social law is, and try to identify the agents that are most
important for the correct functioning of the system. We say that the
social law is robust if the objective is still achieved if only a small number
of the agents choose not to comply. Key problems here are: which agents
are necessary, in the sense that the objective does not hold unless they
comply? Does there exist a social law that is robustly feasible in the sense
that compliance of a given group (or number) of agents is sufficient to
ensure the objective? I further analyse the relative importance of agents
by employing power indices, such as the Banzhaf index, to measure the
influence an agent has on satisfaction of the objective in terms of choosing
to comply with the social law or not. For example, I discuss how we can
ensure that power is distributed evenly amongst the agents in a system, so
as to avoid bottlenecks or single points of failure, or to understand where
the key risks or vulnerabilities in a social law lie.

I look more closely at one particular type of possible non-compliance:
deliberate non-compliance by rational, self-interested agents. Thus we
shift from the perspective of the designer to the perspective of the agent,
and assume that also each agent has his own objective. Will an agent
with a given objective comply with a given social law? As satisfaction of
the objective depends upon whether or not the other agents in the system
comply, this is a game-theoretic scenario. Key problems here include: does
there exist a social law all agents would be better off complying with (as
opposed to not complying)? Does there exist a social law that is a Nash
implementation, in the sense that complying forms a Nash equilibrium?

3. Reasoning about Social Laws. I look more closely at how we can use
formal logic to reason about social laws. In particular I, first, discuss how
(variants of) deontic logic can be used to reason about different social
laws in the context of a multi-agent system, e.g., allowing us to say that
something is permitted in one social law but forbidden in another. Second,
I show how standard logics can be extended in order to be able to frame
the problems discussed in part (2), including robustness properties, as
model checking problems.
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